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Abstract

We address the problem of appearance-based person
re-identification, which has been drawing an increasing
amount of attention in computer vision. It is a very chal-
lenging task since the visual appearance of a person can
change dramatically due to different backgrounds, camera
characteristics, lighting conditions, view-points, and hu-
man poses. Among the recent studies on person re-id, color
information plays a major role in terms of performance.
Traditional color information like color histogram, how-
ever, still has much room to improve. We propose to ap-
ply semantic color names to describe a person image, and
compute probability distribution on those basic color terms
as image descriptors. To be better combined with other
features, we define our appearance affinity model as lin-
ear combination of similarity measurements of correspond-
ing local descriptors, and apply the RankBoost algorithm
to find the optimal weights for the similarity measurements.
We evaluate our proposed system on the highly challenging
VIPeR dataset, and show improvements over the state-of-
the-art methods in terms of widely used person re-id evalu-
ation metrics.

1. Introduction

Person re-identification is a critical problem in a video
surveillance system. Its goal is to re-identify a per-
son in different locations across multiple, potentially non-
overlapping, cameras. Due to the unreliable spatial and tem-
poral information, appearance-based person re-id has been
drawing an increasing amount of attention in recent com-
puter vision research. The common assumptions for this
task include: a) the finer biometric cues (e.g. face, or iris)
are not available due to the low image resolution; b) The
targets of interest do not change their clothes across differ-
ent cameras. In other words, appearance-based person re-
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id relies on the information provided by the visual appear-
ance of human body and clothing. It is a highly challeng-
ing problem since human appearance usually exhibits large
variations across different cameras. This variation is due to
variability in backgrounds, sensor characteristics, lighting
conditions, view-points, and human poses. Besides, dis-
tinct people may look similar if they wear clothes with the
same color, which in turn increases the difficulty of finding
correct associations.

Many existing approaches address this problem mainly
by two important approaches: descriptor extraction and
similarity/distance measurements. In the first approach, the
goal is to find the invariant and distinctive representation
to describe a person image. Several descriptors have been
used, which include color histogram, Histogram of Ori-
ented Gradients(HOG) [5], texture filters [12], Maximally
Stable Color Regions(MSCR) [8], and decomposable trian-
gulated model [9]. In the second approach, many existing
methods typically use a standard distance measurement, e.g.
Bhattacharyya distance, correlation coefficient, L1-Norm or
L2-Norm. Among these descriptor and similarity measure-
ments, the color histogram followed by Bhattacharyya dis-
tance are most widely used since the color information has
been found as the most important cue in many person re-
id studies. However, the performance of color histogram in
any color space is still not satisfactory. There is an example
in Figure 1 where HSV color histograms are used for a per-
son re-id problem. It shows results that are counterintuitive
to a human operator. For example, why does the lady wear-
ing black have a higher rank than the lady wearing pink,
when the lady in the query image is clearly wearing pink?

Inspired by the work in [24], we propose to apply seman-
tic color names on the person re-id problem. As in [24], 11
basic color names are used: black, blue, brown, grey, green,
orange, pink, purple, red, white, and yellow. Given the map-
ping from RGB values to probability distribution over those
color names, we can build a semantic histogram as a image
descriptor. This representation is well suited for matching a
pair of persons or searching for a target with semantic labels
like “find a person wearing red shirts and blue pants”.
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(a) (b)
Figure 1. A query image(a) and the gallery images with sorted order(b). These results are generated using HSV color histogram applied in
6 horizontal non-overlapping strips of person images and the similarity score is computed by Bhattacharyya distances. Note that the query
is wearing pink but the many candidates who are not wearing pink are ranked higher than the true match.

To better combine the semantic color names with other
widely used features including color histogram, texture
histogram, and covariance matrix, we first define the
appearance-based affinity model as a linear combination of
similarity measurements of local descriptors. Unlike other
learning-based methods [12, 19, 23] which take a long raw
vector with absolute difference as feature pool, ours is based
on the similarity measurements of corresponding image de-
scriptors. The weight for each similarity measurement is
learned by the RankBoost algorithm. The advantages of
this design include: a) the image descriptor does not need to
lie in Euclidean space; b) it handles over-fitting better than
when working on raw difference vectors; c) the weights
clearly indicate the importance of the corresponding local
image descriptors.

The rest of the paper is organized as follows. Related
work is discussed in Section 2. The image descriptor based
on semantic color names is presented in Section 3. The ap-
pearance affinity model and RankBoost learning framework
are presented in Section 4. The experimental results are
shown in Section 5. The conclusion is given in Section 6.

2. Related work

Matching people of interest across a network of non-
overlapping cameras is an important task in a surveillance
system, which is known as the person re-identification prob-
lem. The problem is also called as inter-camera associa-
tion or multi-camera tracking. To establish the correspon-
dence between objects in different cameras, a typical so-
lution is to fuse two important cues: the spatio-temporal
information and target appearance. There has been some
early work [14, 6, 16, 10] which focuses on learning the
spatio-temporal cues. For the appearance cues, some early
work [17, 15, 10, 3, 18] mainly use color information
and propose to learn brightness transfer functions(BTFs) or
color calibration to handle the changing lighting condition
in different cameras.

Since the spatio-temporal information of targets between

cameras is unreliable, there has been an increasing interest
in appearance-based person re-identification. Apparently,
the color information with BTFs does not provide a satis-
factory solution to this challenging problem. In past few
years, many efforts are made for proposing more advanced
descriptors and more sophisticated matching techniques to
achieve high re-id accuracy.

Recent re-id approaches can be divided by two cat-
egories: a)non-learning based (direct) methods, and b)
learning-based methods. The direct methods usually ex-
tract a set of hand-crafted descriptive representation and
combine their corresponding distance measurements with-
out learning. Gheissari et al.[9] develop two person re-
identification approaches which use interest operators and
model fitting for establishing spatial correspondences be-
tween individuals. Wang et al.[22] introduce shape and
appearance context modeling by co-occurrence matrices.
Farenzena et al. [7] found the asymmetry/symmetry axes
and extracted the symmetry-driven accumulation of local
features. Bak et al. [1] use body parts detector and spatial
pyramid matching. Cheng et al. [4] utilize Pictorial Struc-
tures (PS) to localize the body parts and match their descrip-
tors. On the other hand, learning-based methods usually
extract a bunch of low-level descriptors, concatenate them
into a long feature vector, and obtain discriminability by
labeled training samples and machine learning techniques.
Gray et al. [12] present an Adaboost-based method to find
the best ensemble localized features sequentially. Schwartz
et al. [20] established a high-dimensional signature which
is then projected into a low-dimensional discriminant latent
space by Partial Least Squares reduction. Prosser et al. [19]
formulate person re-id as a ranking problem and propose
the ensemble RankSVM to overcome the scalability prob-
lem. Zheng et al. [23] reformulate person re-id as a distance
learning problem, which maximize the probability of a true
match having a smaller distance than that of a wrong match.
Hirzer et al. [13] propose a two-stage approach to combine
the descriptive and discriminative models.
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Figure 2. Some examples of pixel-wise assignments on VIPeR dataset. (a) Original examples. (b) Result images. Note that only the color
name with highest probability are shown in the result images.

3. Semantic Color Names
Instead of using simple color histogram only, we propose

to apply semantic color names to describe a person image
in the re-id problem. To choose appropriate color names,
we follow the basic color terms which were defined in the
famous work on color naming [2]. A basic color term of
a language is defined as being not subsumable to other ba-
sic color terms and extensively used in different languages.
As in [24], we use the 11 basic color names in English lan-
guage: black, blue, brown, grey, green, orange, pink, pur-
ple, red, white, and yellow.

To use color naming as an image descriptor, a mapping
from the RGB values of a image pixel to color names is
required. Instead of one-to-one matching, a probability dis-
tribution over the color names is used since a certain triplet
in RGB space could be assigned to multiple color names.
This mapping can be represented as:

f : xRGB → v (1)

where v is a 11-element vector, and each element vi =
P (ci|xRGB) is the probability of the RGB values being
assigned to a specific color name ci. The color name de-
scriptor of region R, KR, is defined as the summation of
probability distribution from the pixels inside the region R:

KR =
1

N

∑
x∈R

f(xRGB) (2)

The mapping from RGB value to probability distribution
over 11 color names is a non-trivial problem. In [24], manu-
ally annotated images and hand-segmented the regions cor-
responding to the color label are used; the mapping is then

inferred by Bayes Law assuming the prior probabilities are
equal among all color names. In [25], the authors use
Google Image instead of manual labelling to collect a train-
ing data set. To handle the noisy labels from Google Image,
the color names are learned using a PLSA model. In this
paper, we take the 16 × 16 × 16 look-up table provided
by [25] and do post-processing to cast the probabilities with
impossible assignments to zero. Several image examples
are shown in Figure 2.

4. Appearance Model and RankBoost Learn-
ing for Re-id

Descriptor extraction and matching affinity computation
are important elements for a matching systems. In our de-
sign, the descriptors are defined as the ensemble of local
features extracted in given support regions. The pair-wise
similarity measurement from a specific feature over a spe-
cific region is computed. The final matching affinity is rep-
resented as a linear combination of the corresponding simi-
larity measurements of the local descriptors. The combina-
tion coefficient is learned from the training data using Rank-
Boost learning algorithm.

4.1. Local image descriptors and similarity mea-
surements

To establish a strong appearance model, we extract a rich
set of local descriptors to describe a person image. A local
descriptor d consists of a feature channel λ and a support
region r. Given an image sample I , a single descriptor di,j
extracted over rj via λi is denoted as

di,j = I(λi, rj) (3)



where i and j are the indices of the feature channel and the
support region respectively.

In our implementation, the support regions {r} are 6 hor-
izontal stripes, which cover the head, upper torso, lower
torso, upper leg, and lower leg of human body. The fea-
ture channel λ are chosen from five types of features: color
name probability distribution, color histogram, texture his-
togram, maximally stable color regions(MSCR), and co-
variance matrix. Color name probability distribution is a 11
dimensional vector, as defined in Equation (2). For the color
histograms, we use RGB, HSV, and YCbCr color space and
each channel of each color space form a 16 dimensional
vector. For the texture histogram, Gabor and Schmid tex-
ture filter with 21 different parameters in total are applied
to the luminance channel. The responses from each tex-
ture filter form a 16 dimensional vector. For the MSCR, the
mean color and the coordinate of the detected blob region
are recorded as descriptors. We use the implementation
from the work [7]. For the covariance matrix, the feature
set comprises of spatial, color and gradient information. It
takes the following form:

C =
1

n− 1

n∑
k=1

(zk − µ)(zk − µ)T (4)

where

zk =

[
y L a b

∂L

∂x

∂L

∂y

∂2L

∂x2
∂2L

∂y2

]T
(5)

is the vector containing y coordinate, pixel values in Lab
color channels, first and second derivatives of image at k-th
pixel; µ is the mean vector and n is the number of pixels.

Given those descriptors, we can compute their cor-
responding similarity measurement between two image
patches. Since the color name probability distribution, color
histogram, and texture histogram are histogram-based fea-
tures, we choose Bhattacharyya coefficient as the similar-
ity measurement. The covariance matrix does not lie in
Euclidean space, the distance between two covariance ma-
trix can be determined by solving a generalized eigenvalue
problem [21]:

ρ(C1,C2) =

√√√√ 8∑
k=1

ln2λk(C1,C2) (6)

where {λk(C1,C2)} are the generalized eigenvalues of C1

and C2, computed from

λkC1xk −C2xk = 0 k = 1 . . . 8 (7)

and xk 6= 0 are generalized eigenvectors.
For MSCR, we employ the distance metric as described

in [7]. Note that we adjust the sign and normalize the dis-
tance measurement to [0, 1] such that it becomes similarity
measurement.

In summary, the similarity score between two image
patches based on a certain local descriptor can be written
as:

si,j = ρi
(
I1(λi, rj), I2(λi, rj)

)
(8)

where ρi is the corresponding similarity measurement func-
tion of feature channel λi.

4.2. Matching model definition and RankBoost
learning

We define the appearance-based affinity model as an en-
semble of local descriptors and their corresponding simi-
larity measurements. It takes any two images of persons
as input and computes an affinity score as the output. In
our design, the appearance-based affinity models is a lin-
ear combination of all similarity measurements on different
features and different regions by Equation (8). It takes the
following form:

H(P1, P2) =
∑

αi,jsi,j (9)

where the coefficients {α} represent the importance of local
descriptors.

In the re-id problem, the desired model should have the
goal of giving correct matches higher ranking than the in-
correct ones. Therefore, we propose to formulate the re-id
problem as a classic ranking problem. Supposed that we
have three person images Pi, Pj , and Pk, where Pi and Pj

correspond to the same individual, while Pk is a different
individual. The ranking function H should prefer matching
Pi and Pj than Pi and Pk. More formally, we seek to train
an ideal model such that H(Pi, Pj) > H(Pi, Pk).

Formally put, we define the instance set X = P × P ,
where P is the set of person images in our dataset. The
ranking sample set is denoted by

R = {(xi,0, xi,1|xi,0 ∈ X , xi,1 ∈ X )} (10)

where xi,0 and xi,1 each represent a pair of person images,
and (xi,0, xi,1) ∈ R indicates that the association of xi,1
should be ranked higher than xi,0.

The loss function for boosting is defined as follows:

Z =
∑
i

w0(xi,0, xi,1)I(H(xi,0)−H(xi,1)) (11)

where I is a indicator function and w0(xi,0, xi,1) is the ini-
tial weight of the i-th sample, which will be updated during
boosting. The goal is to find H(x) that minimizes Z. As in
traditional boosting, H is obtained by sequentially adding
new weak ranker. In the t-th round, we try to find an opti-
mal weak ranker ht : X → R that minimizes

Zt =
∑
i

wt(xi,0, xi,1)I((ht(xi,0)− ht(xi,1)) (12)



Algorithm 1 Algorithm of RankBoost for Re-id

Input: ranking sample set R = {(xi,0, xi,1)|xi,0 ∈ X , xi,1 ∈ X )}

1: Set w0(xi,0, xi,1) =
1

|R|
2: for t = 0 to T do
3: Choose k∗ = argmin

k

∑
wt(xi,0, xi,1)I((hk(xi,0)− hk(xi,1)))

4: Set ht = hk∗

5: Compute αt as in Equation (13) and (14)
6: Update wt+1(xi,0, xi,1)← wt(xi,0, xi,1)exp[αt(ht(xi,0)− ht(xi,1))]
7: Normalize wt+1(xi,0, xi,1)
8: end for

Output: H(x) =
∑T

t=1 αtht(x)

Once we find the optimal ranker, we compute the weight
αt by:

αt =
1

2
ln

(
1 + r

1− r

)
(13)

where

r =
∑
i

wt(xi,0, xi,1)(ht(xi,0)− ht(xi,1)) (14)

Then we update the sample weights according to ht and
αt to emphasize difficult ranking samples. The final strong
ranking classifier is the weighted combination of the se-
lected weak ranking classifiers: H(x) =

∑n
t=1 αtht(x),

where n is the number of boosting round. The described
RankBoost algorithm is shown in Algorithm 1. In our im-
plementation, the weak ranker is the similarity measure-
ments defined in Equation (8).

5. Experimental results
To evaluate the performance of our proposed system, we

conducted experiments on the highly challenging VIPeR
dataset. The comparison between our system and several
state-of-the-art methods is given based on the commonly
used evaluation metrics [11]. Additionally, the effective-
ness evaluation of the color name and RankBoost respec-
tively is provided. The analysis of best feature channels is
also presented.

5.1. Dataset and settings

We use the well-known dataset, VIPeR dataset, for our
evaluation. The VIPeR dataset is arguably the most chal-
lenging dataset for person re-identification problem in the
literature; many state-of-the-art methods report their num-
bers on it. There are 632 individuals captured in outdoor

scenarios with two images for each person. In our experi-
ments, we randomly selected 316 image pairs of people for
testing set, and the rest are used for training set. Each test
set was composed of a gallery set and a probe set. The probe
set consists of one image for each person, and the remaining
images are used as the gallery set. During training, a pair of
images of each person form a positive pair, and one image
of him/her and one of another person in the training set form
a negative pair. For evaluation, we use the average cumu-
lative match characteristic(CMC) over 10 trials to show the
ranked matching rates. A rank r matching rate indicates the
percentage of the probe images with correct matches found
in the top r ranks in the 316 gallery images. Note the rank-1
matching rate is the true matching rate in an automatic sys-
tem. However, in a normal surveillance setting, the top r
ranked matching rate with a small r value is important as
well since the top matched images will normally be verified
by a human operator.

5.2. Performance Comparison

We compare our methods with several state-of-the-art
methods, including Ensemble of Localized Features
(ELF) [12], Primal-based RankSVM (PRSVM) [19],
Symmetry-Driven Accumulation of Local Features
(SDALF) [7], Probabilistic Relative Distance Comparison
(PRDC) [23], and Pictorial Structure (PS) [4]. The compar-
ison using top ranked matching rate on the VIPeR dataset
is shown in Table 1. It is clear that our method achieves
better matching rate compared to the state-of-the-art,
especially with the rank-1 matching rate of 23.92% and
rank-5 matching rate of 45.57%. Note that our proposed
method has the general framework, which can be integrated
with other work, e.g. [4], to achieve better results.



Method r=1 r=5 r=10 r=20
Ours 23.92 45.57 56.23 68.73
PS [4] 21.84 44.64 57.21 71.23
SDALF [7] 19.87 38.89 49.37 65.73
PRDC [23] 15.66 38.42 53.86 70.09
PRSVM [19] 14.77 36.39 50.81 66.78
ELF [12] 12 31.5 44 61

Table 1. Comparison with the state-of-the-art methods by top
ranked matching rate(%) on the VIPeR dataset. r is the rank.

5.3. Effectiveness evaluation of color names and
RankBoost

We evaluate the effectiveness of the color name and
RankBoost respectively. Several experiments are conducted
based on various combinations of whether color names or
RankBoost are disabled or not. The cumulative matching
characteristic(CMC) curves are presented in Figure 3. The
proposed method refers to that both color names and Rank-
Boost are utilized. The method with disabled color names
means that the color names descriptors are removed from
the feature pool while keeping RankBoost enabled. The
method with disabled RankBoost means that the weight-
ing coefficients {α} are set to be equal while keeping color
names descriptors used. The baseline method means that
both components are disabled. The experimental result
shows that both color names and RankBoost improve the
performance, while RankBoost plays a more important role
in the overall contribution.

5.4. Analysis of best feature channels

We also examine which feature channels have the most
weights in the RankBoost learning process. The weights
of corresponding feature channels are presented in Table 2.
The most important features channels include Hue, Color
names, and Saturation, and Covariance Matrix. It is shown
that the proposed color names provide an important cue in
the person re-id problem

6. Conclusion

We propose to use semantic color names in the person
re-id problem. Compared to commonly used color his-
togram, the visual matching results by color names is much
closer to what human operators would consider intuitive.
We also propose to apply the RankBoost algorithm to learn
the weights of similarity measurements of the correspond-
ing local image descriptors. The experiment on challeng-
ing dataset shows the effectiveness of our proposed system
compared to the state-of-the-art methods.

Feature Channel Corresponding Weight
Hue 0.961

Color Names 0.704
Saturation 0.302

Covariance Matrix 0.288
Red 0.169

MSCR 0.160
Green 0.148

Y 0.049

Table 2. The first eight feature channels with the most weights
learned from RankBoost algorithm. Not surprisingly the color re-
lated feature dominates in the feature selection. Meanwhile the
proposed color names play an important role.

Figure 3. Effectiveness evaluation of two main components in this
paper: color names and Rankboost. The results of four different
combinations are shown in the CMC curves on the VIPeR dataset.
It is shown that both color names and RankBoost contribute to the
improvement of overall performance.
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